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#### Abstract

This paper investigates the joint identification problem of unknown system parameter and noise parameters in quantized systems when the noises involved are Gaussian with unknown variance and mean value. Under such noises, previous investigations show that the unknown system parameter and noise parameters are not jointly identifiable in the single-threshold quantizer case. The joint identifiability in the multi-threshold quantizer case still remains an open problem. This paper proves that the unknown system parameter, the noise variance and the mean value are jointly identifiable if and only if there are at least two thresholds. Then, a decomposition-recombination identification algorithm is proposed to jointly identify the unknown system parameter and noise parameters. Firstly, a technique is designed to convert the identification problem with unknown noise parameters into an extended parameter identification problem with standard Gaussian noises. Secondly, the extended parameter is identified by a stochastic approximation method for quantized systems. For the effectiveness, this paper obtains the strong consistency and the $L^{p}$ convergence for the algorithm under non-persistently exciting inputs and without any a priori knowledge on the range of the unknown system parameter. The almost sure convergence rate is also obtained. Furthermore, when the mean value is known, the unknown system parameter and noise variance can be jointly identified under weaker conditions on the inputs and the quantizer. Finally, the effectiveness of the proposed algorithm is demonstrated by simulation.
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## 1 Introduction

In identification problems, quantized systems have been extensively studied over the past two decades due to the practical importance. Such systems widely exist in practical fields.
i) Genome-Wide Association Studies [1]: Quantized phenotypes (e.g., survival or relapse, and the scoring of health behaviour-related preferences) are common in genome-wide association studies. Therefore, the association between phenotypes and genotypes can be modelled as quantized systems.

[^0]ii) Lithology Classification [2]: New well-logging lithology classification methods based on inaccurate quantized observations receive increasing attention in recent years. Compared with traditional methods based on core recovery or well-log analysis, the quantized observation-based methods have advantages of low labour cost and low time cost.
iii) Air-to-Fuel Ratio Control [3]: In heated exhaust gas oxygen sensors, the voltage outputs shapely change their value when the air-to-fuel ratio exceeds a certain threshold. Therefore, heated exhaust gas oxygen sensors can be treated as binary sensors.

More practical examples of the quantized systems are referred to [4]. To analyze and control such systems well, it is necessary to investigate the identification problem of quantized systems.

However, the quantized system identification problem is difficult because of the little information contained in the quantized observations. There are mainly three tech-
niques to overcome the difficulty. The first technique is to design adaptive quantizers. For example, by properly adjusting thresholds in quantizers, [5-7] propose sign-error type identification algorithms. The second technique is based on the statistical characteristic of noises. For example, by using the full knowledge on noise distribution, $[4,8]$ propose empirical measurement methods, [9, 10] propose maximum likelihood methods, and [11-13] propose recursive projection methods. The third technique is to use strongly exciting inputs. For example, [14, 15] consider independent and identically distributed (i.i.d.) and sufficiently rich inputs, and proposes a stochastic approximation (SA) algorithm with expanding truncations.

It is worth mentioning that, for practical use, these three techniques have their own limitations. For the first technique, adaptive quantizers are not common in practical scenarios. Instead, many practical quantizers are fixed [1-3]. For the second technique, full knowledge of noise distribution is hard to be known in practice, since, for example, the variance of noises is often unavailable. For the third technique, strong input assumptions limit the application of the algorithms. Therefore, this paper considers fixed quantizers, and tries to investigate the identification problem under weaker assumptions on inputs, noises, and the unknown system parameter.

The identification problem of quantized systems has been widely investigated under different excitation conditions on inputs [4-6, 11-13, 16-21]. Excitation conditions can be classified as persistently exciting (PE) ones and non-persistently exciting (non-PE) ones. For example, when the inputs are deterministic, $[17,19,20]$ assume the inputs to be periodic and full rank. [11, 16, 18] extend the results to the uniform PE input case. Furthermore, $[9,12]$ consider general PE conditions. When the inputs are stochastic, [21] assumes the inputs to be strong-mixing and sufficiently rich. [5] simultaneously considers deterministic and stochastic inputs, and give corresponding PE condition. Excitation conditions in all these works are PE conditions. On the other hand, [13] considers a non-PE condition, because the non-PE condition is more general and easier to be guaranteed in feedback control systems.

There are a series of important achievement in identifying quantized systems without the full knowledge of noise distribution [14, 19, 20, 22]. Under periodic inputs, [19, 20] figure out that a parameterizable model of noise distribution is necessary to obtain the unknown system parameter in quantized systems. Then, they propose empirical measurement methods to identify the system parameter and the noise parameters. Specially, [20] shows that when the noise is Gaussian with unknown variance and mean value, the unknown system parameter and noise parameters are not jointly identifiable. [22] considers the Gaussian noises with unknown variance and zero mean, and proposes an offline maximum likelihood
algorithm to jointly identify the system parameter and the variance. [14] also considers the Gaussian noises with unknown variance and zero mean, and proposes an SA algorithm with expanding truncations to jointly identify the system parameter and the threshold in quantizers.

A prior knowledge on system parameter is required in some identification methods for quantized systems [9, 13, 21]. For example, [21] points out that to accurately identify the quantized system, the norm of the system parameter should be known a priori in the noise-free and zero threshold case. [9, 13] propose an online maximum likelihood algorithm and an adaptive projection-based algorithm, respectively. To prove the strong consistency of the algorithms, they assumes that the unknown parameter is in a known compact set. There are important attempts in identifying the quantized systems without $a$ priori knowledge on parameter range [5, 14, 18, 23]. For example, [18, 23] propose identification algorithms without truncations or projections. They prove the convergence of the algorithms by estimating distribution tails of the algorithms. Besides, [5, 14] introduce expanding truncations. The design of such truncations does not rely on a priori knowledge for the range of unknown parameter.

Despite the remarkable progress in the identification methods for quantized systems, there are still important issues deserving to be investigated. Firstly, when the noise is Gaussian with unknown noise variance and mean value, the joint identifiability of the unknown system parameter and noise parameters in the multi-threshold quantizer case still remains an open problem. Secondly, [13] gives a non-PE condition for the identification problem of quantized systems, but the condition is not sufficient to obtain the unknown parameter when the noise variance and mean value are both unknown. Therefore, it seems that a new non-PE condition is needed on inputs when there are unknown noise parameters. Thirdly, although [5, 14, 18, 23] do not require a prior knowledge on unknown parameter, their techniques are difficult to extend to the non-PE input case. Therefore, we should develop new techniques for the problem.

The paper proposes a decomposition-recombination identification algorithm to jointly identify the unknown system parameter and the Gaussian noise parameters in the quantized system. The main contributions of this paper can be summarized as follows:
i) We prove that the unknown system parameter and noise parameters are jointly identifiable if and only if there are at least two thresholds in quantizers when the noises are Gaussian with unknown variance and mean value. Therefore, for the identification problems of quantized systems, the zero-mean assumption [14, 22] can be removed by increasing threshold numbers.
ii) The excitation condition for the inputs is non-PE, which is weaker than the PE condition commonly adopted in existing literature [9, 14, 19, 20]. Under the non-PE condition, the strong consistency and the $L^{p}$ convergence are achieved. Besides, the almost sure convergence rates is obtained under PE condition and a class of non-PE conditions. The almost sure convergence rates are consistent with the best ones for the classical SA-based identification algorithms [24-26].
iii) Any a priori knowledge on the range of unknown system parameter is not required for the convergence of the proposed algorithm. A new almost sure boundedness analysis technique based on an auxiliary stochastic process is proposed to achieve this goal. The new technique has wider applicability compared with existing ones [18, 23], because it does not rely on any excitation condition on inputs.

The rest of the paper is organized as follows. Section 2 formulates the identification problems. Section 3 gives the equivalent condition of the joint identifiability for the unknown system parameter and noise parameters. Section 4 proposes the joint identification algorithm. Section 5 analyzes the convergence properties of the proposed algorithm. Section 6 uses a numerical example to demonstrate the main results. Section 7 gives concluding remarks and future works.

Notation. In the rest of the paper, $\mathbb{R}$ and $\mathbb{R}^{n}$ are the sets of real numbers and $n$-dimensional real vectors, respectively. $\mathbb{I}_{\{\cdot\}}$ denotes the indicator function, whose value is 1 if its argument (a formula) is true, and 0 , otherwise. Given positive integer $p,\|x\|_{p}$ is the $L^{p}$ norm for vector $x$. Specially, $\|x\|_{2}$ is abbreviated as $\|x\| .\|A\|$ is the matrix Euclidean norm for matrix $A . I_{n}$ is an $n \times n$ identity matrix. $\lfloor x\rfloor$ is the largest integer that is smaller than or equal to $x \in \mathbb{R}$. $\operatorname{diag}\{\cdot\}$ is the diagonal matrix of the corresponding numbers. $\operatorname{col}\{\cdot\}$ is the column matrix stacked by the corresponding matrices. $\operatorname{rank}(\cdot)$ is the rank of the corresponding matrix. For square matrices $A_{l}, \ldots, A_{k}$, denote $\prod_{i=l}^{k} A_{i}=A_{k} \cdots A_{l}$ for $k \geq l$. Given two sequences $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$, denote $a_{k}=O\left(b_{k}\right)$ if there is a bounded $c_{k}$ such that $a_{k}=c_{k} b_{k}$ for all $k$.

## 2 Problem formulation

This section will formulate the joint identification problem for quantized systems. Consider the following system:

$$
\begin{equation*}
y_{k}=\phi_{k}^{\top} \theta+d_{k}, \quad k \geq 1, \tag{1}
\end{equation*}
$$

where $\theta \in \mathbb{R}^{n}$ is the unknown constant system parameter. $\left\{y_{k}\right\}$ and $\left\{d_{k}\right\}$ are the sequences of the unobserved system outputs and the system noises, respectively. The regressor $\phi_{k}$ is a function of system input sequence $\left\{u_{k}\right\}$. One of the examples of the system (1) is the finite impulse response system, where $\phi_{k}=\left[\begin{array}{lll}u_{k} & \ldots & u_{k-n+1}\end{array}\right]^{\top}$.

The system output $y_{k}$ cannot be obtained accurately, but can be measured by a quantized sensor with $q$ thresholds $-\infty<C_{1}<\cdots<C_{q}<\infty$. Therefore, the measurement of $y_{k}$ can be represented as

$$
z_{k}=\sum_{i=1}^{q} \mathbb{I}_{\left\{y_{k}>C_{i}\right\}}= \begin{cases}0, & \text { if } y_{k} \leq C_{1}  \tag{2}\\ 1, & \text { if } C_{1}<y_{k} \leq C_{2} \\ \vdots & \vdots \\ q, & \text { if } C_{q}<y_{k}\end{cases}
$$

Remark 2.1 (2) is an alternative representation of the finite-level quantizer [8, 27, 28]. The output set of the quantizer $\{0, \ldots, q\}$ can be replaced by any finite set with $q$ elements [7, 22].

Remark 2.2 (2) gives a general form of finite-level fixed quantizers. Examples of the quantizers include binaryvalued quantizers [4], finite-level uniform quantizers [29], and the finite-level logarithmic quantizers [30].

The noise sequence $\left\{d_{k}\right\}$ is assumed to be i.i.d. Gaussian with unknown variance $\sigma^{2}$ and mean value $\mu$. When $q=1$, [20] shows that $\theta, \sigma^{2}$ and $\mu$ is not jointly identifiable. Therefore, existing literature [14, 22] always assumes that the mean value $\mu$ is known to be zero. However, the mean value $\mu$ is not always available. Then, is it possible to jointly identify $\theta, \sigma^{2}$ and $\mu$ when $q \geq 2$ ? If so, how to design the joint identification algorithm?

## 3 Joint identifiability

The section will discuss the joint identifiability for the system parameter and the noise parameter.

Suppose that the cumulative distribution function $F(x)$ for the noise $d_{k}$ can be parameterized by a vector $\alpha$, and thereby can be written as $F(x ; \alpha)$. Then, we extend the definition of joint identifiability for the system parameter $\theta$ and the noise parameter $\alpha$ in [20] to the multithreshold quantizer case.

Definition 1 (Joint identifiability) For given thresholds $C_{1}<C_{2}<\cdots<C_{q}$, the system parameter $\theta$ and the noise parameter $\alpha$ are said to be jointly identifiable if there exists a positive integer $k$ and a sequence $\left\{\phi_{1}, \ldots, \phi_{k}\right\}$ such that

$$
\begin{array}{r}
\mathbb{F}(\theta ; \alpha)=\left[F\left(C_{1}-\phi_{1}^{\top} \theta ; \alpha\right) \cdots F\left(C_{1}-\phi_{k}^{\top} \theta ; \alpha\right)\right. \\
\left.\cdots F\left(C_{q}-\phi_{1}^{\top} \theta ; \alpha\right) \cdots F\left(C_{q}-\phi_{k}^{\top} \theta ; \alpha\right)\right]^{\top}
\end{array}
$$

is injective as a function of $\theta$ and $\alpha$.
Then, consider Gaussian noise distribution with zero mean and variance $\sigma^{2}$. The following theorem gives
an equivalent condition of the joint identifiability for the system parameter $\theta$ and the noise parameter $\alpha=\left[\mu \sigma^{2}\right]^{\top}$.

Theorem 3.1 For Gaussian cumulative distribution function $F\left(x ;\left[\mu \sigma^{2}\right]\right)$, assume that $\sigma^{2}>0$. Then, the system parameter $\theta$ and the noise parameter $\left[\mu \sigma^{2}\right]$ are jointly identifiable if and only if $q \geq 2$.

Proof. Since [20] has proved that $\theta$ and $\left[\mu \sigma^{2}\right]$ are not jointly identifiable when $q=1$, it suffices to prove the joint identifiability when $q \geq 2$.

Now, we prove that if

$$
\sum_{t=1}^{k}\left[\begin{array}{cc}
\phi_{t} \phi_{t}^{\top} & \phi_{t}  \tag{3}\\
\phi_{t}^{\top} & 1
\end{array}\right]
$$

is positive definite, then $\mathbb{F}\left(\theta ;\left[\mu \sigma^{2}\right]\right)$ is injective.
Denote $F_{0}(\cdot)$ and $f_{0}(\cdot)$ as the cumulative distribution function and density function of the standard Gaussian distribution. Note that $F\left(x ;\left[\mu \sigma^{2}\right]\right)=F_{0}\left(\frac{x-\mu}{\sigma}\right)$. Then, one can get

$$
\begin{aligned}
& \frac{\partial}{\partial\left[\theta^{\top}, \mu, \sigma\right]^{\top}} \mathbb{F}\left(\theta ;\left[\mu \sigma^{2}\right]\right) \\
= & \operatorname{diag}\left\{f_{1,1}, \ldots, f_{1, k}, \ldots, f_{q, 1}, \ldots, f_{q, k}\right\} \operatorname{col}\left\{\Xi_{1}, \ldots, \Xi_{q}\right\} .
\end{aligned}
$$

where $f_{i, k}=f_{0}\left(\frac{C_{i}-\phi_{k}^{\top} \theta-\mu}{\sigma}\right)$ and

$$
\Xi_{i}=-\frac{1}{\sigma}\left[\begin{array}{ccc}
\phi_{1}^{\top} & 1 & \frac{C_{1}-\phi_{1}^{\top} \theta-\mu}{\sigma} \\
\vdots & \vdots & \vdots \\
\phi_{k}^{\top} & 1 & \frac{C_{1}-\phi_{k}^{\top} \theta-\mu}{\sigma}
\end{array}\right]
$$

Note that $-\sigma \Xi_{i}\left[\begin{array}{ccc}I_{n} & & \theta \\ & 1 & \mu \\ & \sigma\end{array}\right]=\left[\begin{array}{ccc}\phi_{1}^{\top} & 1 & C_{i} \\ \vdots & \vdots & \vdots \\ \phi_{k}^{\top} & 1 & C_{i}\end{array}\right]$. Then, by the positive definiteness of $(3), \operatorname{rank}\left(\operatorname{col}\left\{\Xi_{1}, \ldots, \Xi_{q}\right\}\right)=n+1$.

Hence, by the inverse function theorem and the rank theorem (Theorems 8.6.1 and 8.6.2 of [31]), one can get $\mathbb{F}\left(\theta,\left[\mu \sigma^{2}\right]\right)$ is injective, which implies that $\theta$ and $\left[\mu \sigma^{2}\right]$ are jointly identifiable when $q \geq 2$.

Remark 3.1 Although $\theta, \sigma^{2}$ and $\mu$ are not jointly identifiable if $q=1$, Theorem 3.1 shows that they can become jointly identifiable when increasing threshold number $q$. Similar phenomena also occur in other types of cumulative distribution functions. For example, if the noise is uniformly distributed with unknown upper bound $\bar{b}$ and lower bound $\underline{b}$, then $\theta, \bar{b}$ and $\underline{b}$ are jointly identifiable if and only if $q \geq 2$.

## 4 Joint identification algorithm

This section will propose a decomposition-recombination algorithm to jointly identify the system parameter $\theta$, the variance $\sigma^{2}$ and the mean value $\mu$.

1) Decomposition. We decompose the $q$-threshold quantized system with unknown noise variance and mean value into several binary-valued sub-systems with known noise distribution. By (2), we have $z_{k}=\sum_{i=1}^{q} s_{i, k}$, where

$$
\begin{aligned}
s_{i, k} & =\mathbb{I}_{\left\{y_{k}>C_{i}\right\}}=\mathbb{I}_{\left\{\phi_{k}^{\top} \frac{\theta}{\sigma}-\frac{C_{i}}{\sigma}+\frac{\mu}{\sigma}+\frac{d_{k}-\mu}{\sigma}>0\right\}} \\
& =\mathbb{I}_{\left\{\varphi_{i, k}^{\top} \vartheta+d_{k}>0\right\}}=\mathbb{I}_{\left\{y_{i, k}>0\right\}},
\end{aligned}
$$

where

$$
\begin{align*}
\vartheta & =\left[\begin{array}{lll}
\frac{\theta}{\sigma} & \frac{1}{\sigma} & \frac{\mu}{\sigma}
\end{array}\right]^{\top}, \quad d_{k}=\frac{d_{k}-\mu}{\sigma},  \tag{4}\\
\varphi_{i, k} & =\left[\begin{array}{lll}
\phi_{k}^{\top} & -C_{i} & 1
\end{array}\right]^{\top}, y_{i, k}=\varphi_{i, k}^{\top} \vartheta+d_{k} .
\end{align*}
$$

Then, the quantized system (1)-(2) can be decomposed into $q$ binary-valued sub-systems

$$
\left\{\begin{array}{l}
y_{i, k}=\varphi_{i, k}^{\top} \vartheta+d_{k}, \quad i=1, \ldots, q .  \tag{5}\\
s_{i, k}=\mathbb{I}_{\left\{y_{i, k}>0\right\}},
\end{array}\right.
$$

In binary-valued sub-systems (5), $\left\{d_{k}\right\}$ is a standard Gaussian noise sequence. Besides, the unknown system parameters $\theta$ and the variance of noise $\sigma^{2}$ can be uniquely determined by $\vartheta$. Therefore, the decomposition transforms the identification problem into one with known noise distribution.

Remark 4.1 Similar decomposition technique can be applied in other type of noises, such as the Laplacian noise [32].
2) Recombination. We use the innovations of binaryvalued sub-systems (5) to update the estimate of $\vartheta$ based on SA method.

For the $i$-th sub-system of (5), consider the instantaneous quadratic error $\hat{e}_{i, k}(\hat{\vartheta})=\left(s_{i, k}-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}\right)\right)^{2}$. The gradient of $\hat{e}_{i, k}$ at $\hat{\vartheta}=\hat{\vartheta}_{k-1}$ is in the opposite direction of $\varphi_{i, k}\left(s_{i, k}-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}\right)\right)$. By combining the gradients of $\hat{e}_{i, k}$ for all sub-systems, we update the estimate of $\vartheta$ as follows:

$$
\left\{\begin{array}{l}
\hat{\vartheta}_{k}=\hat{\vartheta}_{k-1}+\frac{1}{k}\left(\sum_{i=1}^{q} \beta_{i} \varphi_{i, k} \hat{s}_{i, k}\right),  \tag{6}\\
\hat{s}_{i, k}=s_{i, k}-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}\right),
\end{array}\right.
$$

where $\beta_{1}, \ldots, \beta_{q}$ are all positive coefficients.

Remark 4.2 For the traditional systems with observable output sequence $\left\{y_{k}\right\}$, [24-26] adopt the step-size $1 / r_{k}$, where $r_{k}=1+\sum_{t=1}^{k}\left\|\phi_{t}\right\|^{2}$. This is because when $\left\|\phi_{k}\right\|$ is small, there is little information on $\theta$ contained in $y_{k}$. At this point, we should reduce the impact of relevant data $\phi_{k}$ and $y_{k}$ on the algorithm estimate. But in the quantized output case, even when $\left\|\phi_{k}\right\|$ is small, $z_{k}$ contains the information on the noise variance $\sigma^{2}$ and the mean value $\mu$, which is an important knowledge to identify $\theta$. Therefore, we replace the step-size $1 / r_{k}$ with $1 / k$ in (6).

Remark 4.3 Since $\sum_{k=1}^{\infty} \frac{1}{k}=\infty$ and $\sum_{k=1}^{\infty} \frac{1}{k^{2}}<\infty, \frac{1}{k}$ is a stochastic approximation step-size [33], and is commonly adopted in identification algorithms [5, 7, 18]. By $\sum_{k=1}^{\infty} \frac{1}{k}=\infty$, our estimate $\hat{\vartheta}_{k}$ has the ability to reach any point in the whole space. Therefore, the algorithm (6) can be used identify any $\vartheta \in \mathbb{R}^{n+2}$. Besides, the step-size should converge to 0, because by Cauchy criterion [31], the convergence of $\hat{\vartheta}_{k}$ necessarily implies that $\hat{\vartheta}_{k}-\hat{\vartheta}_{k-1}$ converges to 0 .

## 5 Main results

This section will prove the convergence properties of the decomposition-recombination algorithm (4)-(6). For convenience, denote $\tilde{\vartheta}_{k}=\hat{\vartheta}_{k}-\vartheta$.

### 5.1 Assumption

This subsection will give assumptions for the noises, quantizers, and the regressors.

Assumption 1 The noise sequence $\left\{d_{k}\right\}$ is assumed to be i.i.d. Gaussian with positive variance.

Assumption 2 There exist at least two thresholds in the quantized observation (2).

Remark 5.1 By Theorem 3.1, Assumption 2 is necessary for the joint identifiability.

Assumption 3 There exists $M>0$ such that for all $k \geq 1,\left\|\phi_{k}\right\| \leq M$ almost surely, and $\mathbb{E}\left\|\phi_{k}\right\|^{p} \leq M^{p}$ for any positive integer $p$. Besides, $\phi_{k}$ is independent of $d_{t}$ for all $t \geq k$.

Remark 5.2 The boundedness assumption on $\left\{\phi_{k}\right\}$ is commonly required for the online identification algorithms of quantized systems [5, 6, 9, 13].

Assumption 4 The regressor sequence $\left\{\phi_{k}\right\}$ satisfies that there exist $k_{0} \in \mathbb{N}$ and $\delta>0$ such that for all $k \geq k_{0}$,

$$
\frac{1}{k} \sum_{t=1}^{k}\left[\begin{array}{cc}
\phi_{t} \phi_{t}^{\top} & \phi_{t}  \tag{7}\\
\phi_{t}^{\top} & 1
\end{array}\right] \geq \delta(\ln k)^{-1 / 3} I_{n+1}, \text { a.s. }
$$

Remark 5.3 Assumption 4 is weak among existing literature. Many existing works [9, 12, 16] consider the $P E$ condition, i.e., for any $\theta, \theta^{\star} \in \mathbb{R}^{n}$, $\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{t=1}^{k}\left(\phi_{t}^{\top} \theta-\phi_{t}^{\top} \theta^{\star}\right)^{2}=0$ implies $\theta=\theta^{\star}$ [9]. The condition is rather weak for the open-loop systems. But in closed-loop systems, it is hard to guarantee PE conditions and meanwhile to enable $y_{k}$ to track nonpersistently exciting references [13, 34]. This limits the application of the identification algorithm on, for example, the adaptive tracking control problems. Therefore, it is important to identify the unknown parameters when $\left\{\phi_{k}\right\}$ is non-PE. The condition (7) is non-PE. This is because under (7), $\frac{1}{k} \sum_{t=1}^{k} \phi_{t} \phi_{t}^{\top}$ is allowed to converge to zero at the rate of $O\left((\ln k)^{-1 / 3}\right)$. In this case, $\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{t=1}^{k}\left(\phi_{t}^{\top} \theta-\phi_{t}^{\top} \theta^{\star}\right)^{2}=0$ holds for any $\theta$ and $\theta^{\star}$.

Remark 5.4 The non-PE condition (7) is inspired by the condition for the unquantized case in [26, 35]

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \frac{\lambda_{\max }\left(\sum_{t=1}^{k} \phi_{t} \phi_{t}^{\top}\right)}{\left(\ln r_{k}\right)^{1 / 3} \lambda_{\min }\left(\sum_{t=1}^{k} \phi_{t} \phi_{t}^{\top}\right)}<\infty \tag{8}
\end{equation*}
$$

where $r_{k}$ is given in Remark 4.2, and $\lambda_{\max }(\cdot)$ and $\lambda_{\text {min }}(\cdot)$ are the maximum and minimum eigenvalues of the corresponding matrix, respectively. This seems the weakest excitation condition for the convergence of SA algorithms when $y_{k}$ can be accurately observed. However, when the mean value $\mu$ is unknown, the condition (8) is not sufficient to identify $\theta$. Hence, we change the condition (8) accordingly, and give the non-PE condition (7).

Remark 5.5 Assumption 4 is easy to be satisfied for open-loop and closed-loop system case. Especially, for closed-loop systems, one can use the attenuating excitation technique [36] such that Assumption 4 holds.

### 5.2 Convergence analysis

This section will analyze the strong consistency and the almost sure convergence rate of the decompositionrecombination algorithm (4)-(6).

The proof of the strong consistency consists of three steps.

Firstly, we give the almost sure boundedness of $\hat{\vartheta}_{k}$.
Lemma 5.1 Under Assumptions 1-3, the estimate $\hat{\vartheta}_{k}$ given by Algorithm (4)-(6) is bounded almost surely.

Proof. Define

$$
\begin{equation*}
W_{k}=\frac{\sum_{t=1}^{k} \sum_{i=1}^{q} \beta_{i} \varphi_{i, t}\left(s_{i, k}-F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)\right)}{k} . \tag{9}
\end{equation*}
$$

Then, by the law of iterated logarithm [37], it holds that $W_{k}=O(\sqrt{\ln \ln k / k})$ almost surely.

Consider the stochastic process $\psi_{k}=\hat{\vartheta}_{k}-W_{k}$. Then, by (6) and the continuity of $F_{0}(\cdot)$, one can get

$$
\begin{align*}
\psi_{k}= & \psi_{k-1}+\frac{1}{k}\left(\sum_{i=1}^{q} \beta_{i} \varphi_{i, k}\left(F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}\right)\right)\right) \\
& +O\left(\frac{W_{k-1}}{k}\right) \\
= & \psi_{k-1}+\frac{1}{k}\left(\sum_{i=1}^{q} \beta_{i} \varphi_{i, k}\left(F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)-F_{0}\left(\varphi_{i, k}^{\top} \psi_{k-1}\right)\right)\right) \\
& +O\left(\sqrt{\frac{\ln \ln k}{k^{3}}}\right), \quad \text { a.s. } \tag{10}
\end{align*}
$$

By the monotonicity of $F_{0}(\cdot)$, it holds that

$$
\left(\varphi_{i, k}^{\top}\left(\psi_{k-1}-\vartheta\right)\right)\left(F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)-F_{0}\left(\varphi_{i, k}^{\top} \psi_{k-1}\right)\right) \leq 0
$$

which together with (10) implies

$$
\left\|\psi_{k}-\vartheta\right\|^{2} \leq\left\|\psi_{k-1}-\vartheta\right\|^{2}+O\left(\sqrt{\frac{\ln \ln k}{k^{3}}}\right), \text { a.s. }
$$

Then, $\psi_{k}$ is bounded almost surely, which together with $\left\|\hat{\vartheta}_{k}\right\| \leq\left\|\psi_{k}\right\|+\left\|W_{k}\right\|$ implies the lemma.

Remark 5.6 Because the step-size $\frac{1}{k}$ satisfies $\sum_{k=1}^{\infty} \frac{1}{k}=$ $\infty$, Algorithm (4)-(6) is not uniformly bounded. Therefore, it is difficult to analyze the almost sure boundedness of the algorithm. To overcome the difficulty, [11, 13, 38] introduce projections to restrict the search region of the algorithms in a known compact set. The projected algorithms are thereby uniformly bounded. In these works, the unknown system parameter is assumed to be located in the compact set for the convergence analysis. Such a priori knowledge is not always available. To remove the assumption, [18, 23] estimate the distribution tail of the algorithms. By using this technique, they prove that the probability of the estimates falling outside any neighborhood of the true value converging to 0 . But, the technique requires periodic inputs or uniform PE inputs. In Lemma 5.1, a new technique is developed. An auxiliary stochastic process $\psi_{k}$ is constructed to obtain the almost sure boundedness. This technique has wider applicability. Neither any a priori knowledge on the range of the unknown parameter nor any excitation conditions on inputs are required.

Secondly, we estimate the matrix

$$
\Phi(k, t)=\prod_{s=t+1}^{k}\left(I_{n+2}-\sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, s} \varphi_{i, s} \varphi_{i, s}^{\top}}{s}\right)
$$

where

$$
\check{f}_{i, k}= \begin{cases}-\frac{F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}\right)}{\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}}, & \text { if } \varphi_{i, k}^{\top} \tilde{\vartheta}_{k-1} \neq 0 ; \\ f_{0}\left(\varphi_{i, k}^{\top}\right), & \text { if } \varphi_{i, k}^{\top} \tilde{\vartheta}_{k-1}=0 .\end{cases}
$$

Lemma 5.2 For the quantized system (1)-(2) with Assumptions $1-3$, suppose there exist $k_{0} \in \mathbb{N}, \delta>0$ and $\eta \in\left[0, \frac{1}{3}\right]$ such that for all $k \geq k_{0}$,

$$
\frac{1}{k} \sum_{t=1}^{k}\left[\begin{array}{cc}
\phi_{t} \phi_{t}^{\top} & \phi_{t}  \tag{11}\\
\phi_{t}^{\top} & 1
\end{array}\right] \geq \delta(\ln k)^{-\eta} I_{n+1}, \text { a.s. }
$$

Then, there is a positive constant $m$ such that

$$
\begin{aligned}
& \left\|\Phi\left(k, k_{0}\right)\right\| \\
= & \left\{\begin{array}{ll}
O\left(\exp \left(-m(\ln k)^{1-3 \eta}\right)\right), & \text { if } 0 \leq \eta<\frac{1}{3} ; \\
O\left(\frac{1}{(\ln k)^{m}}\right), & \text { if } \eta=\frac{1}{3},
\end{array} \quad\right. \text { a.s. }
\end{aligned}
$$

Proof. The proof is inspired by Theorem 2.3.1 and Corollary 2.3.1 in [35].

The proof consists of four parts. Firstly, we show that there is a positive lower bound for $\check{f}_{i, k}$. Secondly, we give an increasing sequence $\left\{t_{l}\right\}$ such that

$$
\begin{equation*}
\sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, k} \varphi_{i, t} \varphi_{i, t}^{\top}}{t}>I_{n+2}, \text { a.s. } \tag{12}
\end{equation*}
$$

Thirdly, we estimate the upper bound of the matrix $\sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, k} \varphi_{i, t} \varphi_{i, t}^{\top}}{t}$. Finally, we estimate $\left\|\Phi\left(t_{l}-1, t_{l-1}-1\right)\right\|$ and further $\left\|\Phi\left(k, k_{0}\right)\right\|$.

Part 1. By the definition of $\check{f}_{i, k}$ and the Lagrange's finiteincrement theorem (Theorem 5.3.1 in [31]), there exists an $x$ between $\varphi_{i, k}^{\top} \vartheta$ and $\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}$ such that $\check{f}_{i, k}=f_{0}(x)$, which further implies

$$
\check{f}_{i, k} \geq \min \left\{f_{0}\left(\varphi_{i, k}^{\top} \vartheta\right), f_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}\right)\right\} .
$$

By Lemma 5.1, $\hat{\vartheta}_{k-1}$ is bounded almost surely. And by Assumption 3, $\varphi_{i, k}$ is bounded almost surely. Therefore, there exists $\underline{f}>0$ such that $\check{f}_{i, k}>\underline{f}$ for all $i$ and $k$ almost surely.

Part 2. Due to the concavity of $(\ln t)^{1-\eta}$, given any $\varepsilon \in$ $(0,1)$, there exists a sufficiently large $N$ such that $\varepsilon t>1$ and $(\ln (t-1))^{1-\eta} \geq(\ln t)^{1-\eta}-1$ for all $t \geq t_{0}, t_{0}=$ $\left\lfloor\exp \left(N^{\frac{1}{1-\eta}}\right)\right\rfloor>k^{\prime} \geq k_{0}+2$.

Let $t_{l}=\left\lfloor\exp \left((N+\alpha l)^{\frac{1}{1-\eta}}\right)\right\rfloor$, where

$$
\alpha>1+\frac{1-\eta}{\delta(1-\varepsilon)}\left(\frac{1}{\min _{i=1, \ldots, q} \beta_{i} \underline{f}}+q\right)
$$

Then, we have

$$
\begin{align*}
& \left(\ln t_{l}\right)^{1-\eta}-\left(\ln t_{l-1}\right)^{1-\eta} \\
= & \left(\ln \left\lfloor\exp \left((N+\alpha l)^{\frac{1}{1-\eta}}\right)\right\rfloor\right)^{1-\eta} \\
& -\left(\ln \left\lfloor\exp \left((N+(l-1) \alpha)^{\frac{1}{1-\eta}}\right)\right\rfloor\right)^{1-\eta} \\
\geq & \left(\ln \left(\exp \left((N+\alpha l)^{\frac{1}{1-\eta}}\right)-1\right)\right)^{1-\eta} \\
& -\left(\ln \left(\exp \left((N+(l-1) \alpha)^{\frac{1}{1-\eta}}\right)\right)\right)^{1-\eta} \\
\geq & \alpha-1 \tag{13}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\varphi_{i, t} \varphi_{i, t}^{\top}}{t} \\
= & \sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{1}{t}\left(\sum_{s=1}^{t} \varphi_{i, s} \varphi_{i, s}^{\top}-\sum_{s=1}^{t-1} \varphi_{i, s} \varphi_{i, s}^{\top}\right) \\
= & \sum_{t=t_{l-1}+1}^{t_{l}} \sum_{s=1}^{t-1} \sum_{i=1}^{q} \frac{\varphi_{i, s} \varphi_{i, s}^{\top}}{t-1}-\sum_{t=t_{l-1}}^{t_{l}-1} \sum_{s=1}^{t-1} \sum_{i=1}^{q} \frac{\varphi_{i, s} \varphi_{i, s}^{\top}}{t} \\
\geq & \sum_{t=t_{l-1}+1}^{t_{l}} \frac{1}{(t-1) t} \sum_{s=1}^{t-1} \sum_{i=1}^{q} \varphi_{i, s} \varphi_{i, s}^{\top}-q I_{n+2} \tag{14}
\end{align*}
$$

By (11) and Lemma A. 1 in Appendix A, for all $k \geq k_{0}$,

$$
\begin{equation*}
\frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{q} \varphi_{i, t} \varphi_{i, t}^{\top} \geq \delta(\ln k)^{-\eta} I_{n+2}, \text { a.s. } \tag{15}
\end{equation*}
$$

which together with (13) and $\varepsilon t>1$ implies

$$
\begin{aligned}
& \sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\varphi_{i, t} \varphi_{i, t}^{\top}}{t} \\
\geq & \left(\sum_{t=t_{l-1}+1}^{t_{l}} \delta \frac{t-1}{t} \cdot \frac{(\ln (t-1))^{-\eta}}{t-1}-q\right) I_{n+2} \\
\geq & \left(\delta(1-\varepsilon) \sum_{t=t_{l-1}+1}^{t_{l}}\left(\frac{(\ln t)^{1-\eta}}{1-\eta}-\frac{(\ln (t-1))^{-\eta}}{1-\eta}\right)-q\right) I_{n+2} \\
= & \left(\delta(1-\varepsilon)\left(\frac{\left(\ln t_{l}\right)^{1-\eta}}{1-\eta}-\frac{\left(\ln t_{l-1}\right)^{1-\eta}}{1-\eta}\right)-q\right) I_{n+2} .
\end{aligned}
$$

Hence, by (13), we have

$$
\begin{aligned}
\sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\varphi_{i, t} \varphi_{i, t}^{\top}}{t} & \geq\left(\frac{\delta(1-\varepsilon)}{1-\eta}(\alpha-1)-q\right) I_{n+2} \\
& >\frac{1}{\min _{i=1, \ldots, q} \beta_{i} \underline{f}} I_{n+2}, \text { a.s. }
\end{aligned}
$$

which further implies (12).
Part 3. Note that $\check{f}_{i, k} \leq f(0)$ and $\left\|\varphi_{i, k}\right\|^{2} \leq M^{2}+$ $\max _{i=1, \ldots, q} C_{i}^{2}$. Then, it holds that

$$
\begin{align*}
& \sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, k} \varphi_{i, t} \varphi_{i, t}^{\top}}{t} \\
&< \operatorname{tr}\left[\sum_{t=t_{l-1}}^{t_{l}-1} \sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, k} \varphi_{i, t} \varphi_{i, t}^{\top}}{t}\right] I_{n+2} \\
&< \sum_{t=t_{l-1}}^{t_{l}-1} \frac{B}{t} I_{n+2}<B\left(\ln \left(t_{l}-1\right)-\ln \left(t_{l-1}+1\right)+2\right) I_{n+2} \\
&= B\left(\ln \left(\left\lfloor\exp \left((N+\alpha l)^{\frac{1}{1-\eta}}\right)\right\rfloor-1\right)\right. \\
&\left.\quad-\ln \left(\left\lfloor\exp \left((N+(l-1) \alpha)^{\frac{1}{1-\eta}}\right)\right\rfloor+1\right)+2\right) I_{n+2} \\
&< B\left(2+(N+\alpha l)^{\frac{1}{1-\eta}}-(N+(l-1) \alpha)^{\frac{1}{1-\eta}}\right) I_{n+2} \\
&< \frac{2 \alpha}{1-\eta} B(N+\alpha l)^{\frac{\eta}{1-\eta}} I_{n+2}, \text { a.s. } \tag{16}
\end{align*}
$$

where $B=\max _{i=1, \ldots, q} \beta_{i} f_{0}(0)\left(M^{2}+\max _{i=1, \ldots, q} C_{i}^{2}\right)$.
Part 4. By (12), (16), and Lemma 2.3.1 in [35], we have

$$
\begin{aligned}
& \left\|\Phi\left(t_{l}-1, t_{l-1}-1\right)\right\| \\
\leq & \left(1-\frac{1}{2+\frac{8 \alpha^{2}}{(1-\eta)^{2}}(n+1)^{2} B^{2}(N+\alpha l)^{\frac{2 \eta}{1-\eta}}}\right)^{\frac{1}{2}}, \text { a.s. }
\end{aligned}
$$

which together with Lemma A. 2 in Appendix A implies that there exists an $m>0$ such that

$$
\begin{aligned}
& \left\|\Phi\left(k, k_{0}\right)\right\| \\
\leq & \left\|\Phi\left(t_{0}-1, k_{0}\right)\right\| \cdot \prod_{l=1}^{\left\lfloor\frac{(\ln k)^{1-\eta}-N}{\alpha}\right\rfloor}\left\|\Phi\left(t_{l}-1, t_{l-1}-1\right)\right\| \\
\leq & \prod_{l=1}^{\left\lfloor\frac{(\ln k)^{1-\eta}-N}{\alpha}\right\rfloor}\left(1-\frac{1}{2+\frac{8 \alpha^{2}}{(1-\eta)^{2}}(n+1)^{2} B^{2}(N+\alpha l)^{\frac{2 \eta}{1-\eta}}}\right)^{\frac{1}{2}} \\
= & \left\{\begin{array}{ll}
O\left(\exp \left(-m(\ln k)^{1-3 \eta}\right)\right), & \text { if } 0 \leq \eta<\frac{1}{3} ; \\
O\left(\frac{1}{(\ln k)^{m}}\right), & \text { if } \eta=\frac{1}{3},
\end{array} \quad\right. \text { a.s. }
\end{aligned}
$$

The proof is completed.

Remark 5.7 To achieve the convergence of $\Phi\left(k, k_{0}\right)$, [18] requires the uniform PE condition, i.e., there exist $k_{0}, \kappa \in \mathbb{N}$ and $\delta>0$ such that for all $k \geq k_{0}$,

$$
\begin{equation*}
\frac{1}{\kappa} \sum_{t=k-\kappa+1}^{k} \phi_{t} \phi_{t}^{\top} \geq \delta \tag{17}
\end{equation*}
$$

The idea is to approximately treat the matrix $\Phi(k, k-\kappa)$ as a positive definite matrix whose eigenvalues are all less that $1-\beta^{*} / k$ for some constant $\beta^{*}>0$. However, the technique relies on the condition (17), and is thereby hard be to applied in the non-PE condition (7) case. The difficulty is solved by adopting the exponential segmentation $t_{l}=\left\lfloor\exp \left((N+\alpha l)^{\frac{1}{1-\eta}}\right)\right\rfloor$, which is inspired by [35].

Thirdly, we give the strong consistency of the algorithm using Lemmas 5.1 and 5.2.

Theorem 5.1 For the quantized system (1)-(2), assume that Assumptions 1-4 hold. Then, the estimate $\hat{\vartheta}_{k}$ given by the decomposition-recombination algorithm (4)-(6) converges to the true parameters $\vartheta$ almost surely.

Proof. Since $\tilde{\vartheta}_{k}=\hat{\vartheta}_{k}-\vartheta$, we have

$$
\begin{align*}
\tilde{\vartheta}_{k}= & \tilde{\vartheta}_{k-1}+\frac{1}{k}\left(\sum_{i=1}^{q} \beta_{i} \varphi_{i, k}\left(s_{i, k}-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}_{k-1}\right)\right)\right) \\
= & \left(I_{n+2}-\sum_{i=1}^{q} \frac{\beta_{i} \tilde{f}_{i, k} \varphi_{i, k} \varphi_{i, k}^{\top}}{k}\right) \tilde{\vartheta}_{k-1} \\
& +\sum_{i=1}^{q} \frac{\beta_{i} \varphi_{i, k}}{k}\left(s_{i, k}-F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)\right) \\
= & \Phi\left(k, k_{0}\right) \tilde{\vartheta}_{k_{0}} \\
& +\sum_{t=k_{0}+1}^{k} \Phi(k, t) \sum_{i=1}^{q} \frac{\beta_{i} \varphi_{i, t}}{t}\left(s_{i, t}-F_{0}\left(\varphi_{i, t}^{\top} \vartheta\right)\right) . \tag{18}
\end{align*}
$$

By Lemma 4 in [23], it holds that

$$
\begin{align*}
&\|\Phi(k, t)\| \leq\left\|\Phi\left(k, k_{0}\right)\right\|\left\|\Phi\left(t, k_{0}\right)^{-1}\right\| \\
& \leq\left\|\Phi\left(k, k_{0}\right)\right\| \cdot \prod_{s=k_{0}+1}^{t}\left\|\left(I_{n+2}-\sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, s} \varphi_{i, s} \varphi_{i, s}^{\top}}{s}\right)^{-1}\right\| \\
& \leq\left\|\Phi\left(k, k_{0}\right)\right\| \cdot \prod_{s=k_{0}+1}^{t}\left(1-\frac{q B}{s}\right)^{-1}=O\left(\left\|\Phi\left(k, k_{0}\right)\right\| t^{q B}\right), \tag{19}
\end{align*}
$$

where $B$ is defined in (16).
Denote

$$
S_{k}=\sum_{t=k_{0}+1}^{k} \sum_{i=1}^{q} \frac{\beta_{i} \varphi_{i, t}}{t}\left(s_{i, t}-F_{0}\left(\varphi_{i, t}^{\top} \vartheta\right)\right)
$$

By Lemma A. 3 in Appendix A, there exists a random variable $S$ such that $\lim _{k \rightarrow \infty} S_{k}=S$ and $\lim _{k \rightarrow \infty} S_{k}^{-}=$ $O(\sqrt{\ln \ln k / k})$ almost surely, where $S_{k}^{-}=S_{k}-S$. Then, by (19), we have

$$
\begin{aligned}
& \left\|\sum_{t=k_{0}+1}^{k} \Phi(k, t) \sum_{i=1}^{q} \frac{\beta_{i} \varphi_{i, t}}{t}\left(s_{i, t}-F_{0}\left(\varphi_{i, t}^{\top} \vartheta\right)\right)\right\| \\
= & \left\|\sum_{t=k_{0}+1}^{k} \Phi(k, t)\left(S_{t}^{-}-S_{t-1}^{-}\right)\right\| \\
= & \left\|S_{k}^{-}-\Phi\left(k, k_{0}\right) S_{k_{0}}^{-}+\sum_{t=k_{0}}^{k-1}(\Phi(k, t)-\Phi(k, t+1)) S_{t}^{-}\right\|
\end{aligned}
$$

which implies

$$
\begin{align*}
& \left\|\sum_{t=k_{0}+1}^{k} \Phi(k, t) \sum_{i=1}^{q} \frac{\beta_{i} \varphi_{i, t}}{t}\left(s_{i, t}-F_{0}\left(\varphi_{i, t}^{\top} \vartheta\right)\right)\right\| \\
= & O\left(\sqrt{\frac{\ln \ln k}{k}}+\left\|\Phi\left(k, k_{0}\right)\right\|\right) \\
& +\left\|\sum_{t=k_{0}}^{k-1} \Phi(k, t+1)\left(\sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, t+1} \varphi_{i, t} \varphi_{i, t}^{\top}}{t+1}\right) S_{t+1}^{-}\right\| \\
= & O\left(\sqrt{\frac{\ln \ln k}{k}}+\left\|\Phi\left(k, k_{0}\right)\right\|\right) \\
& +O\left(\sum_{t=k_{0}}^{k-1}\|\Phi(k, t+1)\| \sqrt{\frac{\ln \ln t}{t^{3}}}\right), \text { a.s. } \tag{20}
\end{align*}
$$

Define

$$
\tau(k)=\max \left[t: \sqrt{\frac{\ln \ln t}{t^{1+2 q B}}}>\left\|\Phi\left(k, k_{0}\right)\right\|\right] .
$$

Then, by Lemma 5.2, we have $\lim _{k \rightarrow \infty}\left\|\Phi\left(k, k_{0}\right)\right\|=0$ almost surely, which implies $\lim \lim _{k \rightarrow \infty} \tau(k)=\infty$ almost surely. Besides, one can get

$$
\begin{aligned}
\left\|\Phi\left(k, k_{0}\right)\right\| & \geq \prod_{s=k_{0}+1}^{k}\left(1-\sum_{i=1}^{q} \frac{\beta_{i} \check{f}_{i, s}\left\|\varphi_{i, s}\right\|^{2}}{s}\right) \\
& \geq \prod_{s=k_{0}+1}^{k}\left(1-\frac{q B}{s}\right), \text { a.s. }
\end{aligned}
$$

which together with Lemma 4 in [23] implies that $\Phi\left(k, k_{0}\right)$ is of the same order as $\frac{1}{k^{q B}}$. Therefore, $\sqrt{\frac{\ln \ln k}{k^{1+2 q B}}}<\left\|\Phi\left(k, k_{0}\right)\right\|$ for sufficiently large $k$. Then, by the definition of $\tau(k)$, we have $\tau(k)<k$ for sufficiently large $k$.

By (19), we have

$$
\begin{align*}
& \sum_{t=k_{0}}^{k-1}\|\Phi(k, t+1)\| \sqrt{\frac{\ln \ln t}{t^{3}}} \\
\leq & \sum_{t=k_{0}}^{\tau(k)-1}\|\Phi(k, \tau(k))\| \sqrt{\frac{\ln \ln t}{t^{3}}}+\sum_{t=\tau(k)}^{k-1} \sqrt{\frac{\ln \ln t}{t^{3}}} \\
= & O\left(\|\Phi(k, \tau(k))\|+\sqrt{\frac{\ln \ln \tau(k)}{\tau(k)}}\right) \\
= & O\left(\left\|\Phi\left(k, k_{0}\right)\right\| \tau(k)^{q B}+\sqrt{\frac{\ln \ln \tau(k)}{\tau(k)}}\right), \text { a.s. } \tag{21}
\end{align*}
$$

By the definition of $\tau(k)$, for sufficiently large $k$,

$$
\begin{aligned}
& \tau(k)^{-\frac{1}{4}-q B}>\sqrt{\frac{\ln \ln \tau(k)}{\tau(k)^{1+2 q B}}} \\
&>\left\|\Phi\left(k, k_{0}\right)\right\| \geq \sqrt{\frac{\ln \ln (\tau(k)+1)}{(\tau(k)+1)^{1+2 q B}}}, \text { a.s. }
\end{aligned}
$$

which together with (21) implies for sufficiently large $k$,

$$
\begin{equation*}
\sum_{t=k_{0}}^{k-1}\|\Phi(k, t+1)\| \sqrt{\frac{\ln \ln t}{t^{3}}}=O\left(\left\|\Phi\left(k, k_{0}\right)\right\|^{\frac{1}{4 q B+1}}\right) \tag{22}
\end{equation*}
$$

a.s.

By (18), (20) and (22), one can get

$$
\begin{equation*}
\left\|\tilde{\vartheta}_{k}\right\|=O\left(\sqrt{\frac{\ln \ln k}{k}}+\left\|\Phi\left(k, k_{0}\right)\right\|^{\min \left\{1, \frac{1}{4 q B+1}\right\}}\right), \text { a.s. } \tag{23}
\end{equation*}
$$

Then, the theorem can be proved by Lemma 5.2.
The following theorem gives the almost sure convergence rates of the decomposition-recombination algorithm (4)(6) under a class of excitation conditions.

Theorem 5.2 For the quantized system (1)-(2), assume that Assumptions 1-3 and the excitation condition (11) hold. Then, there exists a positive constant $m$ such that

$$
\left\|\tilde{\vartheta}_{k}\right\|=\left\{\begin{array}{ll}
O\left(\exp \left(-m(\ln k)^{1-3 \eta}\right)\right), & \text { if } 0 \leq \eta<\frac{1}{3} ; \\
O\left(\frac{1}{(\ln k)^{m}}\right), & \text { if } \eta=\frac{1}{3},
\end{array}\right. \text { a.s. }
$$

Proof. By Theorem 5.1, we have
$\lim _{k \rightarrow \infty} \hat{f}_{i, k}=f_{0}\left(\varphi_{i, k}^{\top} \vartheta\right) \geq f_{0}\left(\sqrt{M^{2}+\max _{i=1, \ldots, q} C_{i}^{2}}\|\vartheta\|\right)$, a.s.

Therefore, given any $\varepsilon>0$, there exists $k^{\prime}$ such that for all $k \geq k^{\prime}, \check{f}_{i, k}>f_{0}\left(\sqrt{M^{2}+\max _{i=1, \ldots, q} C_{i}^{2}}\|\vartheta\|\right)-\varepsilon$ almost surely. Then, the theorem can be proved by Lemma 5.2 and (23).

Remark 5.8 Theorem 5.2 demonstrates that the convergence rate of the algorithm (4)-(6) is related to the excitation condition on the inputs. When $\eta=\frac{1}{3}$, the condition (11) is Assumption 4. The condition is weakest among existing $S A$-based identification algorithms [11, 14, 18]. Under the condition, the algorithm (4)-(6) can achieve convergence, and a logarithmic convergence rate can be obtained. This is consistent with the unquantized case [26]. When $\eta=0$, the condition (11) is PE. Under the PE condition, the algorithm (4)-(6) converges at a polynomial rate almost surely. Besides, under uniform PE condition (17), similar to [18], the algorithm (4)-(6) can achieve an almost sure convergence rate of $O(\sqrt{\ln \ln k / k})$, which is the best among existing identification algorithms for quantized systems [11, 13, 14].

Now, we analyzes the $L^{p}$ convergence for any positive integer $p$ of the decomposition-recombination algorithm (4)-(6). The proof consists of three steps.

Firstly, we proves the $L^{p}$ boundedness of the algorithm.
Lemma 5.3 Under Assumptions 1-3, for the algorithm (4)-(6), $\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{p}^{p}$ is bounded for any positive integer $p$.

Proof. Firstly, we prove the boundedness of $\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{2}^{2 r}$ for any non-negative integer $r$. When $r=0$, we have
 inequality [39], $\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{2}^{s}$ is bounded for all $s \leq 2 r-2$. Then, it holds that
$\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{2}^{2 r}$
$=\mathbb{E}\left(\left\|\tilde{\vartheta}_{k-1}\right\|_{2}^{2}+\frac{1}{k} \sum_{i=1}^{q} \varphi_{i, k}^{\top} \tilde{\vartheta}_{k-1} \hat{s}_{i, k}+O\left(\frac{1}{k^{2}}\right)\right)^{r}$
$=\mathbb{E}\left\|\tilde{\vartheta}_{k-1}\right\|_{2}^{2 r}+O\left(\sum_{s=0}^{2 r-2} \mathbb{E} \frac{\left\|\tilde{\vartheta}_{k-1}\right\|_{2}^{s}}{k^{2 r-s}}\right)$
$+\frac{r}{k} \sum_{i=1}^{q} \mathbb{E}\left[\left\|\tilde{\vartheta}_{k-1}\right\|_{2}^{2 r-2} \varphi_{i, k}^{\top} \tilde{\vartheta}_{k-1}\left(F_{0}\left(\varphi_{i, k}^{\top} \vartheta\right)-F_{0}\left(\varphi_{i, k}^{\top} \hat{\vartheta}\right)\right)\right]$
$\leq \mathbb{E}\left\|\tilde{\vartheta}_{k-1}\right\|_{2}^{2 r}+O\left(\frac{1}{k^{2}}\right)$,
which implies the boundedness of $\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{2}^{2 r}$.
Denote $\tilde{\vartheta}_{k, j}$ as the $j$-th component of $\tilde{\vartheta}_{k}$. Then, we have
$\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{2 r}^{2 r}=\mathbb{E}\left(\sum_{j=1}^{n+1} \tilde{\vartheta}_{k, j}^{2 r}\right) \leq \mathbb{E}\left(\sum_{j=1}^{n+1} \tilde{\vartheta}_{k, j}^{2}\right)^{r}=\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{2}^{2 r}$.

Therefore, $\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{p}^{p}$ is bounded for all $p=2 r$, which together with Lyapunov inequality [39] implies the boundedness of $\mathbb{E}\left\|\tilde{\vartheta}_{k}\right\|_{p}^{p}$ for all integer $p$.

Secondly, we proves the uniform integrability for $\left\|\tilde{\vartheta}_{k}\right\|_{p}^{p}$.
Lemma 5.4 If a random sequence $\left\{x_{k}\right\}$ satisfies $\sup _{k} \mathbb{E}\left\|x_{k}\right\|_{2 p}^{2 p}<\infty$, then $\left\|x_{k}\right\|_{p}^{p}$ is uniformly integrable.

Proof. By $C_{r}$-inequality [35], we have

$$
\mathbb{E}\left\|x_{k}\right\|_{p}^{2 p}=\mathbb{E}\left(\sum_{i=1}^{n} x_{k, i}^{p}\right)^{2} \leq n \mathbb{E} \sum_{i=1}^{n} x_{k, i}^{2 p}=n \mathbb{E}\left\|x_{k}\right\|_{2 p}^{2 p}
$$

where $x_{k, i}$ is the $i$-th component of $x_{k}$. Then, the lemma can be proved by de La Vallée Poussin criterion [40].

Corollary 5.1 Under the condition of Lemma 5.3, $\left\|\tilde{\vartheta}_{k}\right\|_{p}^{p}$ is uniformly integrable for any positive integer $p$.

Proof. The corollary can be obtained by Lemmas 5.3 and 5.4.

Lastly, we proves the $L^{p}$ convergence of the algorithm using Corollary 5.1.

Theorem 5.3 Under the condition of Theorem 5.1, the estimate $\hat{\vartheta}_{k}$ given by the decomposition-recombination algorithm (4)-(6) converges to the true parameters $\vartheta$ in the $L^{p}$ sense for any positive integer $p$.

Proof. By Theorem 5.1, it holds that $\left\|\tilde{\vartheta}_{k}\right\|_{p}^{p}$ converges to 0 almost surely. Then, the theorem can be obtained by Corollary 5.1 and Theorem 2.6.4 in [39].

Remark 5.9 Theorems 5.1 and 5.3 analyze the strong consistency and $L^{p}$ convergence, respectively. Strong consistency describes the convergence property of the estimates in one random experiment with probability 1. In some practical engineering scenarios, such as the adaptive control problem of drag-free satellites [41], repeated experiments are difficult to be achieved. In this case, the strong consistency of the estimates is important to be investigated. On the other hand, $L^{p}$ convergence focuses on the average property of $L^{p}$ estimation error. When $p=2, L^{p}$ convergence is the mean square convergence, which further implies the convergence of the estimate's variance. In some practical identification problem for set-valued systems, such as the genome-wide association studies [1], the estimate's variance is an important metric for the effectiveness of identification algorithms.

### 5.3 Known mean value case

When the mean value $\mu$ of the noises is known, the joint identification algorithm is similar to Algorithm (4)-(6)
for the unknown mean value case. The main difference is that in (4),

$$
\vartheta=\left[\begin{array}{cc}
\frac{\theta}{\sigma} & \frac{1}{\sigma}
\end{array}\right]^{\top}, \varphi_{i, k}=\left[\begin{array}{ll}
\phi_{k}^{\top} & \mu-C_{i}
\end{array}\right]^{\top} .
$$

It is worth mentioning that the modified algorithm can converges to the true value under weaker conditions. For the quantizer, Assumption 2 can be relaxed as follows.

Assumption 2' For the quantized observation (2), there exists at least one threshold $C_{i}$ that is not equal to $\mu$.

For the excitation condition, Assumption 4 can be also relaxed.

Assumption 4' When $q=1$, the regressor sequence $\left\{\phi_{k}\right\}$ satisfies the non-PE condition (7). When $q \geq 2$, $\left\{\phi_{k}\right\}$ satisfies that there exist $k_{0} \in \mathbb{N}$ and $\delta>0$ such that for all $k \geq k_{0}$,

$$
\begin{equation*}
\frac{1}{k} \sum_{t=1}^{k} \phi_{t} \phi_{t}^{\top} \geq \delta(\ln k)^{-1 / 3} I_{n}, \text { a.s. } \tag{24}
\end{equation*}
$$

Similar to Theorems 5.1-5.3 and by Corollary A. 1 in Appendix A, the modified algorithm for the known mean value case can also achieve almost sure and $L^{p}$ convergence under Assumptions 1, 2', 3 and 4'. A similar almost sure convergence rate can also be obtained.

## 6 Simulation

This section will give a numerical example for the main results. Consider the quantized system (1)-(2), where $q=2, C_{1}=0$, and $C_{2}=\frac{3}{2}$. The unknown system parameter $\theta=[2-2]^{\top}$. For the system noise $d_{k}$, both the variance $\sigma^{2}=1$ and mean value $\mu=1$ are unknown. The regressor $\phi_{k}=\left[\begin{array}{ll}u_{k} & u_{k-1}\end{array}\right]^{\top}$, and the input $u_{k}$ is set to be

$$
\left\{\begin{array}{l}
u_{3 l-2}=\frac{1}{2}\left(1+\frac{1}{\ln ^{1 / 6}(3 l-1)}\right) \\
u_{3 l-1}=\frac{1}{2}\left(1+\frac{1}{2 \ln ^{1 / 6}(3 l)}\right) \\
u_{3 l}=\frac{1}{2}\left(1-\frac{1}{\ln ^{1 / 6}(3 l+1)}\right)
\end{array}\right.
$$

for all positive integer $l$. We can prove that the regressor $\phi_{k}$ satisfies Assumption 4'. Then, we apply the decomposition-recombination algorithm (4)-(6) to identify the unknown system parameter $\theta$, the variance $\sigma^{2}$ and the mean value $\mu$. The initial values $\hat{\vartheta}_{0}=\left[\begin{array}{llll}0 & 0 & 0 & 0\end{array}\right]^{\top}$, and $\beta_{1}=\beta_{2}=5$. For each $k$, if $\hat{\vartheta}_{k}^{(3)}>0$, the estimates of $\theta, \sigma$ and $\mu$ are $\left[\hat{\vartheta}_{k}^{(1)} / \hat{\vartheta}_{k}^{(3)} \hat{\vartheta}_{k}^{(2)} / \hat{\vartheta}_{k}^{(3)}\right]^{\top}, 1 / \hat{\vartheta}_{k}^{(3)}$, and
$\hat{\vartheta}_{k}^{(4)} / \hat{\vartheta}_{k}^{(3)}$ respectively, where $\hat{\theta}_{k}^{(i)}$ is the $i$-th component of $\hat{\theta}_{k}$. Otherwise, the estimates are set as $\left[\begin{array}{ll}0 & 0\end{array}\right]^{\top}, 0$ and 0 .

The trajectories of the estimates of $\theta, \sigma$ and $\mu$ are shown in Figures 1-3. All of the estimates converge to the true values.


Fig. 1. Estimate of $\theta$


Fig. 2. Estimate of $\sigma$


Fig. 3. Estimate of $\mu$

## 7 Conclusion

This paper investigates the identification problem of quantized systems with a non-PE condition and Gaussian noises with unknown noise variance and mean
value. The equivalent condition of the joint identifiability for unknown system parameter and noise parameters is given. Then, a decomposition-recombination identification algorithm is designed for the joint identification problem. It is shown that the estimates of the algorithm converge to the true values in the almost sure and $L^{p}$ sense. The almost sure convergence rates of the algorithm are also obtained.

For the future research, the results of the paper lay a foundation for the consensus protocol design under quantized communications [16, 23]. Besides, the main results can be extended to the ARMA system case by applying the technique of [38].

## Appendix A Lemmas and corollary

This appendix will give lemmas to prove the convergence and convergence rates of the algorithm.

Lemma A. 1 Under Assumption 2, for any $\eta \geq 0$, the following two propositions are equivalent.
a) There exist $k_{0} \in \mathbb{N}$ and $\delta>0$ such that for all $k \geq k_{0}$,

$$
\frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{q}\left[\begin{array}{cc}
\phi_{t} \phi_{t}^{\top} & \phi_{t}  \tag{A.1}\\
\phi_{t}^{\top} & 1
\end{array}\right] \geq \delta(\ln k)^{-\eta} I_{n+1}, \text { a.s. }
$$

b) There exist $k_{0} \in \mathbb{N}$ and $\delta^{\prime}>0$ such that for all $k \geq k_{0}$,

$$
\frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{q}\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & -C_{i} \phi_{t} & \phi_{t}  \tag{A.2}\\
-C_{i} \phi_{t}^{\top} & C_{i}^{2} & -C_{i} \\
\phi_{t}^{\top} & -C_{i} & 1
\end{array}\right] \geq \delta^{\prime}(\ln k)^{-\eta} I_{n+2}, \text { a.s. }
$$

Proof. If (A.2) holds, then we have

$$
\begin{aligned}
& q \sum_{t=1}^{k}\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & \phi_{t} & 0 \\
\phi_{t}^{\top} & 1 & 0 \\
0 & 0 & 0
\end{array}\right] \\
= & {\left[\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]\left(\sum_{t=1}^{k} \sum_{i=1}^{q}\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & -C_{i} \phi_{t} & \phi_{t} \\
-C_{i} \phi_{t}^{\top} & C_{i}^{2} & -C_{i} \\
\phi_{t}^{\top} & -C_{i} & 1
\end{array}\right]\right)\left[\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right] } \\
\geq & \delta^{\prime} k(\ln k)^{-\eta}\left[\begin{array}{c}
I_{n+1} \\
\\
\end{array} \quad 0\right],
\end{aligned}
$$

which implies

$$
\frac{1}{k} \sum_{t=1}^{k}\left[\begin{array}{cc}
\phi_{t} \phi_{t}^{\top} & \phi_{t} \\
\phi_{t}^{\top} & 1
\end{array}\right] \geq \frac{\delta}{q}(\ln k)^{-\eta} I_{n}, \text { a.s. }
$$

Therefore, (A.1) holds for $\delta \leq \delta^{\prime} / q$.
If (A.1) holds, then by denoting $\rho=\frac{\left(C_{2}-C_{1}\right)^{2}}{C_{1}^{2}+C_{2}^{2}+2}$, we have $(2-\rho)\left(C_{1}^{2}+C_{2}^{2}-\rho\right)=\rho^{2}+\left(C_{1}+C_{2}\right)^{2}>\left(C_{1}+C_{2}\right)^{2}$, which implies

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
2 \phi_{t} \phi_{t}^{\top} & -\left(C_{1}+C_{2}\right) \phi_{t} & 2 \phi_{t} \\
-\left(C_{1}+C_{2}\right) \phi_{t}^{\top} & C_{1}^{2}+C_{2}^{2} & -C_{1}-C_{2} \\
\phi_{t}^{\top} & -C_{1}-C_{2} & 2
\end{array}\right]} \\
& \geq \rho\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & 0 & \phi_{t} \\
0 & 1 & 0 \\
\phi_{t}^{\top} & 0 & 1
\end{array}\right]+H_{t} H_{t}^{\top},
\end{aligned}
$$

where $H_{t}=\left[\sqrt{2-\rho} \phi_{t}^{\top}-\frac{C_{1}+C_{2}}{\sqrt{2-\rho}} \sqrt{2-\rho}\right]^{\top}$. Hence, by Assumption 2, one can get

$$
\begin{aligned}
& \sum_{i=1}^{q}\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & -C_{i} \phi_{t} & \phi_{t} \\
-C_{i} \phi_{t}^{\top} & C_{i}^{2} & -C_{i} \\
\phi_{t}^{\top} & -C_{i} & 1
\end{array}\right] \\
\geq & {\left[\begin{array}{ccc}
2 \phi_{t} \phi_{t}^{\top} & -\left(C_{1}+C_{2}\right) \phi_{t} & 2 \phi_{t} \\
-\left(C_{1}+C_{2}\right) \phi_{t}^{\top} & C_{1}^{2}+C_{2}^{2} & -C_{1}-C_{2} \\
\phi_{t}^{\top} & -C_{1}-C_{2} & 2
\end{array}\right] } \\
\geq & \rho\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & 0 & \phi_{t} \\
0 & 1 & 0 \\
\phi_{t}^{\top} & 0 & 1
\end{array}\right]
\end{aligned}
$$

which implies for sufficiently large $k$,

$$
\begin{aligned}
& \frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{q}\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & -C_{i} \phi_{t} & \phi_{t} \\
-C_{i} \phi_{t}^{\top} & C_{i}^{2} & -C_{i} \\
\phi_{t}^{\top} & -C_{i} & 1
\end{array}\right] \\
& \geq \frac{\rho}{k} \sum_{t=1}^{k}\left[\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]\left[\begin{array}{ccc}
\phi_{t} \phi_{t}^{\top} & \phi_{t} & 0 \\
\phi_{t}^{\top} & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right] \\
& \geq {\left[\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]\left[\begin{array}{lll}
\sum_{t=1}^{k} \rho \delta(\ln k)^{-\eta} I_{n+1} \\
\geq & \rho \delta(\ln k)^{-\eta} I_{n+2} .
\end{array}\right]\left[\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right] } \\
&
\end{aligned}
$$

Therefore, (A.2) holds for $\delta^{\prime} \leq \rho \delta$.
Corollary A. 1 Under Assumption 2', for any $\eta \geq 0$, the following two propositions are equivalent.
a) When $q=1$, the condition (A.1) holds. When $q \geq 2$, there exist $k_{0} \in \mathbb{N}$ and $\delta>0$ such that for all $k \geq k_{0}$,

$$
\frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{q} \phi_{t} \phi_{t}^{\top} \geq \delta(\ln k)^{-\eta} I_{n+1}, \text { a.s. }
$$

b) There exist $k_{0} \in \mathbb{N}$ and $\delta^{\prime}>0$ such that for all $k \geq k_{0}$,

$$
\frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{q}\left[\begin{array}{cc}
\phi_{t} \phi_{t}^{\top} & \breve{C}_{i} \phi_{t} \\
\breve{C}_{i} \phi_{t}^{\top} & \breve{C}_{i}^{2}
\end{array}\right] \geq \delta^{\prime}(\ln k)^{-1 / 3} I_{n+2}, \text { a.s. }
$$

$$
\text { where } \breve{C}_{i}=\mu-C_{i} \text {. }
$$

The proof of Corollary A. 1 is similar to that of Lemma A.1, and thereby omitted here.

Lemma A. 2 For $0<h \leq 1, J, \alpha>0$, and $H, N \geq 0$, we have

$$
\begin{aligned}
& \prod_{l=t}^{k-1}\left(1-\frac{1}{H+J(\alpha l+N)^{h}}\right) \\
\leq & \begin{cases}\left(\frac{H+J(\alpha t+N)}{H+J(\alpha k+N)}\right)^{\frac{1}{J \alpha}}, & h=1 ; \\
\frac{\exp \left(\frac{\alpha t+N}{\alpha H+\alpha(1-h) J(\alpha t+N)^{h}}\right)}{\exp \left(\frac{H+J(\alpha t+N)^{h}}{\alpha H+\alpha(1-h) J(\alpha t+N)^{h}} \cdot \frac{\alpha k+N}{H+J(\alpha k+N)^{h}}\right)}, & h \in(0,1) .\end{cases}
\end{aligned}
$$

Proof. Note that

$$
\begin{align*}
& \prod_{l=t}^{k-1}\left(1-\frac{1}{H+J(\alpha l+N)^{h}}\right) \\
= & \exp \left(\sum_{l=t}^{k-1} \ln \left(1-\frac{1}{H+J(\alpha l+N)^{h}}\right)\right) \\
\leq & \exp \left(-\sum_{l=t}^{k-1} \frac{1}{H+J(\alpha l+N)^{h}}\right) \tag{A.3}
\end{align*}
$$

Then, when $h=1$, it holds that

$$
\begin{aligned}
& \sum_{l=t}^{k-1} \frac{1}{H+J(\alpha l+N)} \geq \int_{t}^{k} \frac{1}{H+J(\alpha x+N)} \mathrm{d} x \\
= & \frac{1}{J \alpha}(\ln (H+J(\alpha k+N))-\ln (H+J(\alpha t+N))),
\end{aligned}
$$

which together with (A.3) implies the lemma.
When $h \in(0,1)$, it holds that

$$
\begin{equation*}
\sum_{l=t}^{k-1} \frac{1}{H+J(\alpha l+N)^{h}} \geq \int_{t}^{k} \frac{1}{H+J(\alpha x+N)^{h}} \mathrm{~d} x \tag{A.4}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \frac{\alpha H+\alpha(1-h) J(\alpha t+N)^{h}}{H+J(\alpha t+N)^{h}} \int_{t}^{k} \frac{1}{H+J(\alpha x+N)^{h}} \mathrm{~d} x \\
\geq & \int_{t}^{k} \frac{\alpha H+\alpha(1-h) J(\alpha x+N)^{h}}{\left(H+J(\alpha x+N)^{h}\right)^{2}} \mathrm{~d} x \\
= & \frac{\alpha k+N}{H+J(\alpha k+N)^{h}}-\frac{\alpha t+N}{H+J(\alpha t+N)^{h}} .
\end{aligned}
$$

Then, the lemma can be proved by (A.3) and (A.4).
Remark A. 1 The proof of Lemma A. 2 is inspired by that of Lemma 3.2 in [32].

Lemma A. 3 Assume that $\left\{X_{k}\right\}$ is a martingale difference sequence and bounded almost surely. Then, $\sum_{t=1}^{k} \frac{X_{t}}{t}$ converges almost surely, and $\sum_{t=k}^{\infty} \frac{X_{t}}{t}=$ $O(\sqrt{\ln \ln k / k})$ almost surely.

Proof. The lemma can be proved by

$$
\sum_{t=k_{1}}^{k_{2}} \frac{X_{t}}{t}=\frac{\sum_{t=1}^{k_{2}} X_{t}}{k_{2}}-\frac{\sum_{t=1}^{k_{1}-1} X_{t}}{k_{1}-1}+\sum_{t=k_{1}}^{k_{2}} \frac{\sum_{l=1}^{t-1} X_{l}}{t(t-1)}
$$

for any integers $k_{2} \geq k_{1} \geq 2$, and the law of iterated logarithm [37].
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